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Abstract

On-line portfolio selection is a practical financial enggriag problem, which aims to sequen-
tially allocate capital among a set of assets in order to meed long-term return. In recent years, a
variety of machine learning algorithms have been propasaddress this challenging problem, but
no comprehensive open-source toolbox has been releasearious reasons. This article presents
the first open-source toolbox for “On-Line Portfolio Seleat (OLPS), which implements a collec-
tion of classical and state-of-the-art strategies powbseshachine learning algorithms. We hope
that OLPS will facilitate the development of new learningthuels and enable the performance
benchmarking and comparisons of different strategies. £JkRn open-source project released un-
der Apache License (version 2.0), which is availablbtgis://github.com/OLPS/ . More
info and documentations can be found in our project weltgife//OLPS.stevenhoi.org
Keywords: On-line portfolio selection, online learning, trading titam, simulation.
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1. Introduction
1.1 Target Task

In this section, we first motivate the portfolio selectiomlgiem kaQ fietal., 2012; oi,
m) via a real-life example and then formulate the on-ingfolio selection model, WhICh will
be used in our model.

Before formulating the problem, let us consider a repregivet real life problem faced by
everybody. John is a 30 year old young man, who has a capigl®f000. He wants to increase
the capital to $1,000,000 by the time he retires at the agépfr6order to maintain his current
living standards. He has no other sources of income, and retigs on this initial capital. He
aims to achieve this target by investing in financial marketsich consists of three assets, that is,
Microsoft (stock, symbol: “MSFT”), Goldman Sachs (stoclgmbol: “GS”), and Treasury bill.
All historical records on the three assets, mainly pricetggioare publicly available. Then, every
montlﬂ John gets new information about the assets and faces ocialgrtoblem, that is, “How to
allocate (rebalance) his capital every month such thatllusadion can increase his money in the
long run?”

Now let us formally formulate the above task. Suppose we laafinite number ofm > 2
investment assets, over which a investor can invest for & finimber of. > 1 periods.

On thet'! period,t = 1,...,n, the asset (close) prices are represented by a vpgtarR"?,
and each element,;,i = 1,...,m represents the close price of asgelheir price changes are
represented by price relative vectors, € R, each component of which denotes the ratia‘tf

close price to last close price, thatis,; = pf’t 2. Thus, an investment in assahroughout period

t changes by a factor of;;. Let us denote byc1 = {x1,...,x,} a sequence of price relative
vectors forn periods, an&k$ = {xs,...,x.},1 < s < e < n as a market window.

An investment in the market for th&* period is specified bgortfolio vectorb, = (be1s- s bem),
whereb, ;,i = 1,...,m represents the proportion of wealth invested in assgtthe beginning
of t'* period. Typically, portfolio is self-financed and no marghort sale is allowed, therefore
each entry of a portfolio is non-negative and adds up to dm, is, b, € A,,, whereA,, =
{by by = 0,27 by = I}E. The investment procedure is represented lpodfolio strategy
thatis,b; = (+,..., L) and the following sequence of mappings,

b RTY S A t=23,...,

whereb; = by (x"fl) is the portfolio determined at the beginning #f period upon observing
past market behaviors. We denotely = {b,...,b,} the strategy for periods, which is the
output of an on-line portfolio selection strategy.

On thet*! period, a portfolidb, produces @ortfolio period returns,, that is, the wealth changes
by a factor ofs; = th x; = y 10 by Since we reinvest and adopt relative prices, the wealth
would change multiplicatively. Thus, afterperiods, a portfolio stratedy; will produce aportfolio
cumulative wealthof S,,, which changes initial wealth by a factor [, , b, %,

S 1’X1 SOHbt )(t7

whereS, denotes initial wealth, and is set$d for convenience.

1. Here, “month” represents a period, which can be one daywaek, or one month, etc.
2. = 0 denotes that each element of the vector is non-negative.
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Protocol 1: On-line portfolio selection.
Input: x7: Historical market price relative sequence
Output: S,,: Final cumulative wealth
1 Initialize Sp = 1,by = (Z,...,1);
2fort=1,2,...,ndo
3 Portfolio manager learns a portfollg ;
4 Market reveals a price relative vectey;
5 Portfolio incurs period returs; = b, x; and updates cumulative return
St = St—l X (b;rXt),
6 Portfolio manager updates his/her decision rules;
7 end

We present the framework of the above task in Protidcol 1.igtdsk, a portfolio manager’s goal
is to produce a portfolio strategp) upon the market price relatives), aiming to achieve certain
targets. He/she computes the portfolios in a sequentiahara®n each perioti the manager has
access to the sequence of past price relative ve&fﬁr]s He/she then computes a new portfolio
b, for next price relative vectax,;, where the decision criterion varies among different marsag
Then the manager will rebalance to the new portfolio via bgyand selling the underlying stocks.
At the end of a trading period, the market will reveal The resulting portfolid; is scored based
on portfolio period returms;. This procedure is repeated until the end, and the portkitategy is
finally scored by the portfolio cumulative wealth,.

Note that we have made several general and common nonagsamptions in the above model:

1. Transaction cost: no explicit or implicit transactiorstE exist;

2. Market liquidity: one can buy and sell required amoungrefractional, at last close price of
any given trading period;

3. Market impact: any portfolio selection strategy shall mfluence the market, or any other
stocks’ prices.

Finally, as we are going to design intelligent learning alpons that fit in the above model, let
us fix the objective of proposed learning algorithms. For @fplio selection task, one can choose
to maximize risk-adjusted retur@i@) or to maximize cumulative re-
turn (Kell;},[l&&éilhﬂdlele) at the end of a period. While thodel is online, which contains

multiple periods, we choose to maximize the cumulativerre{tiakansson, 1971), which is also
the objective of almost all existing algorithmic studies.

All the implemented strategies follow the same architextorProtocolll, and they are called at
Line 3.

3. Explicit costs include commissions, taxes, stamp duties fees, etc. Implicit costs include the bid-ask spread,
opportunity costs, and slippage costs, etc.
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1.2 Installation
1.2.1 SUPPORTEDPLATFORMS

OLPS is based on Matlab (both 32-bit and 64-bit) and Octaxeefa the GUI Part), thus is sup-
ported on 32-bit and 64-bit version of Linux, Mac OS, and VWiwd. The first version of OLPS is
developed and tested on Matlab 2009a, while the latestored$iOLPS is tested on Matlab 2014b.

1.2.2 INSTALLATION INSTRUCTIONS

Installation of the toolbox is quite straightforward. Wenadownload or clone the latest version of
OLPS from the project website[attps://github.com/OLPS/ . Then the toolbox is available
in the folder. Note that the structure of the toolbox is pfagal, which decides the running datasets
and logs.

1.2.3 FOLDERS AND PATHS

The toolbox consists of four folders in relative path: “&é&gy”, “/Data”, “/GUI”, “/Log”, “/Doc-
umentation”. The folder “/Strategy” consists of the comatggies for on-line portfolio selection,
which will be introduced in Sectidd 3. The folder also cotssizf the commands used in the Com-
mand Line Interface, which will be introduced in Sectlonl 2The folder “/Data” includes some
popular datasets in forms of .mat, which will be detailed éet®n[1.4. The folder “/GUI” includes
the files to run the Graphical User Interface, which will beailed in Section 2]1. The folder “/Log”
stores the experimental details of a strategy on a datak@thwill be generated after the simula-
tion process. The folder “/Documentation” contains someudeentations of the toolbox, including
one summary paper and one comprehensive documentatioa wfdlpox.

1.3 Implemented Strategies

Table[] illustrates all implemented strategies in the towlb

1.4 Included datasets

As shown in Tabl€l2, six main datasets are widely used for thine portfolio selection task. We
do not include the high frequency dataséts (Li & 0%3hay are private. For other variants,

such as the reversed datasets (Borodin et al.,| 2004) andmuatsets| (Helmbold etlal., 1998),

users may generate themselves, which will not be providéaeitioolbox.

1.5 Quick Start

To quick start the OLPS toolbox, we provide three types dfiraimethod. The first type is a
GUI mode, allowing users to select algorithms and datagetsirt. The second type is a batch
mode, calling algorithm in the command line. The first GUI mambntains two entries. One
is “OLPS gui.m”, which starts the GUI. Note that Octave does not mteva full-fledged GUI
functions, the toolbox only provides GUI in Matlab. The atlie “OLPS_pgui.m”, that starts a
pseudo GUI in the command line, works in both Octave and Mattad contains all functionalities
and features offered by the GUI.

The third type of calling method runs algorithms by callilg tmanager function in the com-
mand line. For example, we can call “OLRS.m”, which iterates over all strategies on a specified
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Categories Strategies Sections| Strategy Names
Uniform Buy And Hold B.1.1 ubah
Best Stock B.I12 best
Benchmarks Uniform Constant Rebalanced Portfolios | B 1.3 ucrp
Best Constant Rebalanced Portfolios B.14 bcrp
Universal Portfolios 323 up
Follow the Winner| Exponential Gradient B22 eg
Online Newton Step B.2.3 ons
Anti Correlation B33 anticor /anticor _anticor
Follow the Loser Pass_ive Aggres'sive Mean Reversiop 332 pamr/pamr_1/pamr_2
Confidence Weighted Mean Reversion 333 cwmr var /cwmr_stdev
On-Line Moving Average Reversion B34 olmarl /olmar2
Nonparametric Kernel-based Log-optimal | [3.4.1 bk
Pattern Matching | Nonparametric Nearest Neighbor Log-optimdB.4.2 bnn
Correlation-driven Nonparametric Learning | 3.4.3 corn /cornu /cornk
MO mO
Others T0 0

Table 1: Allimplemented strategies in the toolbox.

File Names (.mat) Dataset Region Time Frame # Periods| # Assets
nyse-o NYSE (O)| US | 07/03/1962 - 12/31/1984 5651 36
nyse-n NYSE (N) | US | 01/01/1985 - 06/30/2010 6431 23
tse TSE CA | 01/04/1994 - 12/31/1998 1259 88
sp500 SP500 US | 01/02/1998 - 01/31/2003 1276 25
msci MSCI Global | 04/01/2006 - 03/31/2010 1043 24
djia DJIA US | 01/14/2001 - 01/14/2003 507 30

Table 2: All included datasets in the toolbox.
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dataset in the command line. All the parameters used in theifd set according to their original
studies, respectively. To iterate over all algorithms aathsets, we can run the following codes.

>> OLPS_cli(djia’);
>> OLPS_cli(’'msci’);
>> OLPS_cli('nyse-n’);
>> OLPS_cli(’nyse-0’);
>> OLPS_cli('sp500);
>> OLPS_cli(’tse’);

2. Framework and Interfaces

In this toolbox, we provide three interfaces to call the ieménted strategies, i.e., Graphical User
Interface (GUI), Pseudo Graphical User Interface (PGU#) @dmmand Line Interface (CLI). The
framework can be easily extended to include new algorithmasdatasets.

2.1 Graphical User Interface

In the Graphical User Interface (GUI), users will call theplemented algorithms via interaction
with the GUI. We provide a menu driven interface for the usesdlect datasets and algorithms, and
input the desired arguments. After providing the inputs littthg the start button, the algorithm(s)
execute. Upon completion, the results and relevant graghdisplayed.

2.1.1 GETTING STARTED

HOLPS  E——— e — = B
' Algorithm Analyser
On-Line Portfolio Selection via Machine Learning
Experimenter
Configuration
OLPS - A Toolkox for On-Line Portfolio Selection via Machine Learning About
Version 1.0
(c) 2008 - 2014
School of Information Systems
Singapore Management University Exit
hitp:liolps. stevenhoiorg!

Figure 1: Starting the Trading Manager.
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To start the GUI, we type the following command in the MATLAB.
>> OLPS_gui

After executing the above command firding Manageistarts. As shown in Figufé 1, the opening
window has five buttons. ThAboutand Exit buttons are self-explanatory. The other three are
the main functional buttons. Th&lgorithm Analyserbutton will start a new window, in which,
the user can run a single algorithm and analyse its perfareeaglative to the basic benchmarks.
The Experimenteiis used for selecting multiple algorithms and comparingrtherformances. The
Configurationbutton is used to add or delete algorithms and datasetsahditecused by the toolbox.

2.1.2 ALGORITHM ANALYSER

Select Algorithm Qnline Moving Average Reversion (Simple MA} b
Epsilon 10 NI&
Window F NiA

Transaction Cost 0 WA

Select Dataset |SP500 (02-Jan-98 to 31-Jan-03) =

0 500 1000
@ Basic Benchmarks

il

0 10 20

() Returns Distribution for Each Stock

Uniform BAH
Uniform CRP
Best Stock
Best CRP

I

0 500 1000
_ Individual Asset's return curve 0 200 400 600 800 1000 1200

Figure 2: Various components of the Algorithm Analyser.

On pressing thalgorithm Analysebutton, a new window opens which will be used for running
and analysing an algorithm. Figtirk 2 depicts the Algorithnakxser runningdnline Moving Aver-
age Reversioon theS&P500dataset. There are drop down menus for selecting the digoand
the dataset. The input parameter fields will dynamicallyngigadepending on the inputs the algo-
rithm requires (default parameters have been provideden/dparticular dataset is selected, some
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preliminary performance details of the algorithm are digpd. There are three types of preliminary
results displayedBasic Benchmarkdisplays the cumulative returns for four simple algorithms
Uniform Buy And HoldUniform Constant Rebalanced PortfoliBest Stockn hindsight, andBest
Constant Rebalanced Portfol{BCRP). For more details on these algorithms, please refS€et-
tion[3. TheReturns Distributiorshows the annualized mean return and standard deviaticachf e
asset in the dataset. Thdl Assetsoption shows the performance graph of cumulative returra| of
the assets in the dataset.

2.1.3 EXPERIMENTER

Select Dataset DJIA (14-Jan-01 to 14-Jan-03} =

— Select Algorithi — Input:

Uniform Buy & Hold (Benchmark) . Uniform Buy & Hold (Benchmark)
Best Stock (Benchmark) Uniform Constant Rebalanced Portfolio (Benchmark) Condion Hoving Average Revesske (Expancalisl MA)
Uniform Constant Rebalanced Portfolic (Benchmark) Best Constant Rebalanced Portfolio (Benchmark)
Best Constant Rebalanced Portfolio (Benchmark) Passive Aggressive Mean Reversion - BASIC
Universal Portfolio Confidence Weighted Mean Reversion (Variance:
Exponentisl Gradient Oniine Moving Aversge Reversion (Exponential M. Epsilon 10
Online Newion Step
Switching Portfolio Add >> ‘ Alpha 0s
Mo s
Anticor-1
‘Anticor-2 Transaction Cost a
Nonparametric kernel based log optimal strategy
Nonparametric nearest neighbour based lng optimal strateg o
Correlation driven non parametric Uniform (CORN-U)
Correlation driven non parametric Top K (CORN-K)
Passive Aggressive Mean Reversion - BASIC 7.8
Passive Aggressive Mean Reversion - PAMR-1
Passive Aggressive Mean Reversion - PAMR-2 A
Confidence YWeighted Mean Reversion (Variance) |
Confidence Weighted Mean Reversion (Standard Deviation << Remove ‘
Onling Moving Average Reversion (Simple MA)

o 4 " 5 =

& | Set

< I » e

| Start Comparison |

Figure 3: Various components of the Experimenter.

When devising trading strategies, we usually want to comglae performance of these strate-
gies relative to each other. For this purpose, we provideEtterimenter On pressing the Ex-
perimenter button, a new window opens which will offer us fitetform for comparing different
strategies. First, the dataset is selected. From the liatgafrithms, a subset can be selected to
be executed. Among the selected algorithms, the input pateashave to be provided and saved
(default values are already there). Figlle 3 gives an exawmiptomparing five strategies on the
MSCI World Indexdataset. The five algorithms being compared@néorm Buy & Hold Unifor-

m Constant Rebalanced PortfgliBest Constant Rebalanced Portfglieassive Aggressive Mean
ReversionConfidence Weighted Mean ReversemuOnline Moving Average Reversion

2.1.4 RESULTS MANAGER

After hitting the Start button in theAlgorithm Analyseror Experimenter the execution starts. In
the Algorithm Analyser, a progress bar indicates the execwf a single algorithm. In the case of
Experimenter, there are two progress bars. One indicagasuimber of algorithms executed (along

10
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with which algorithm is being executed currently), and thieeo shows the status of completion of
that individual algorithm.

When the execution is over, tiResults Manageshows all the basic performance metrics of the
algorithms. Since we have two different managers - one falyaing a single algorithm, and one
for comparing multiple algorithms, we made two differergéuk managers.

B4 Algoriti
— Control P — Display Panel
— Returns-
@ Cumulafive Returns 10° -
[¥] 5g Fiot
_ Daily Returns
— Risk Analysis.
Sharpe Ratio
Window Sharpe 20000
10
Calmar Ratio.
Window Calmar 20000
| Sortino Ratio
Window Sorting 20000
! Value At Risk ‘m-}
Window VAR 20000
~1 Maximum Draw Down
Window MDD 20000 | Uniform BAH
Uniform CRP
— Portfolio Analysis———— Best Stock
Best CRP
A Alocad ; ; ; Online Moving Average Reversion {Simple MA)
10" i | i T T T
] 200 400 600 800 1000 1200
*| Step by Step
Day 1 ‘ o | Market | Uniform | BestStock | BCRP | Algerithm
— Final Value 1.3328 1.6487 37792 40886 159435
e ‘ ‘ Next ‘ Mean Return for every period 34094804 43301604 0.0018 0.0015 00027
——— Annualised Return 0.0584 0.1038 0.3003 0.3184 0.7278
Standard Deviation 0.0152 0.013% 0.0323 0.0267 0.0341
Avimsion Annualised Standard Deviation 02418 0.2203 05122 0.4235 0.5407
Sharpe Ratio 0.0760 0.2885 0.5082 0.6585 12721
Window 50 Calmar Ratio 0.1275 0.3282 0.5005 0.6273 17831
Sortino Ratio 0.5560 0.8912 12510 1.3759 20917
Value At Rick 0.0238 0.0217 0.0482 0.0425 0.0486
‘Watch Animation
MaximumDraw Down 0.4530 0.3114 0.6017 0.5066 0417

Figure 4: Results Manager for Algorithm Analyser.

Result Manager 1 The first result manager foklgorithm Analyzeris shown in Figuré 4. The
table in the window quantifies the results of the algorithntasipared to the basic benchmarks.
The numbers from this table can directly be copied and pastedre is large graph space which
displays the information on a particular attribute selédtethe left column.

Returns

It contains information about the daily performance of tlgodathm. The user can choose to
view the cumulative returns and the daily returns. The optiba log (base 10) plot is provided
for easier visualization when the difference in perforneaatthe algorithm and the benchmarks is
significantly high.

11
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Risk Analysis

There are six metrics to evaluate the risk, and risk adjustedns of the algorithm. They are
Sharpe RatipCalmar Ratig Sortino Ratig Value at RiskandMaximum Draw Down An input
box calledWindowis provided next to each metric. The purpose of the windove iartalyse the
consistency of the algorithm, instead of just the final redtdr example, entering 252 in the Sharpe
Ratio Window, will plot a graph of the Sharpe Ratio of the Aliglam for time period: — 252 to ¢, for
all t. When the window size is large such thas less than the window size, then the computation
starts fromt = 1. The risk metrics are assumed to be zero for the first 50 timegse This has
been done to avoid extreme values due to lack of data in theliperiods.

Portfolio Analysis

ThePortfolio Allocationshows the distribution of wealth allocated to each assetéwalgorith-
m. TheStep by Stepelps us look at the portfolio allocation for any particugwven day. Lastly
we have a portfolio animation which accepts an input call@tlow Visualizing portfolio changes
based on daily frequency can be overwhelming, and difficuiibterpret, especially when the daily
portfolio changes are significant. Instead we allow the tsehoose a moving average portfolio of
the lastwindownumber of days This results in a smoother change of the fiorttlocation.

— Control Panel Display P;
— Returns.
@ Cumulative Returns L L I I I T T T T
ek I Uniform Buy & Hold (Benchmark)
EaRte I Uniform Constant Rebalanced Portfalio (Benchmark)
0061 [ Best Constant Rebalanced Portfolio {Benchmark) B
’ [ Passive Aggressive Mean Reversion - BASIC
I Confidence Weighted Mean Reversion (Variance)
I Oniline Moving Average Reversion (Exponential MA)
Start Day 1 004 _
End Day 20
— Risk Analysis— 0.02 - 7
") Sharpe Ratio
Window Sharpe 20000
0
Calmar Ratio
Window Calmar 20000 -0.02 |
~ Sortino Ratio
-0.04 - —
Window Sortino 20000
I} Walue At Risk
-0.06 - —
Window VAR 20000
_) Maximum Draw Down 0.08 | | | | | | | | | |
Windaw MDD 20000 0 2 4 B 8 10 12 14 16 18 20
Uniform Buy ... | Uniform Co... Best Consta...| Passive Ag... | Confidence...| Online |
Final Value 0.7644 0.8127 1.2399 0.6800 0.6881 -
r— Portfolio Analysis ——————————— Mean Return for every period 41251e-04 28075e04 G56580e04 -3.317%e04 -3.0430e04 823 |
Annualised Return -0:1250 -0.0878 0.1128 01744 -0.1885 I
Fortfolio Allocation Standard Deviation 0.0153 0.0160 0.0169 0.0293 0.0294 1
Annualised Standard Deviation 0.2436 02546 0.2578 0.4544 0.4888 =l
Sharpe Ratio -0E775 -0.5418 0.2719 -0.4617 -0.4459 i
L 2 Calmar Ratio -0.3273 02873 0.4622 02295 0.2258 |
Sorting Ratio -0.4537 -0.2928 0.5738 -0.1840 0.1679 f
Fd ey oo Value At Rick 0.0238 0.0251 0.0241 0.0481 0.0451 =
4 1 ¥

Figure 5: Results Manager for Experimenter.

12
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Result Manager 2 The second results manager is very similar to the first manageept that it
is designed foExperimenter The table in the window quantifies the performance of therélgms
relative to each other. Like the first manager, this manalgerras three sections. A preview of this
manager can be seen in Figlie 5.

Returns

The daily returns across the entire time period of the dafasell the algorithms can be over-
whelming to view. A time period can be selected, and the dagisformance of the algorithms is
displayed for only that time period.

Risk Analysis

This section is almost identical to the first results managke only difference is that here, the
metrics are evaluated for every algorithm and displayedttogy.

Portfolio Analysis

This shows the distribution of portfolio allocation for #lle algorithms.

2.1.5 ONFIGURATION MANAGER

Configuration Manageis responsible to adding a newly developed strategy to tbiba®, such
that we can call the algorithm and compare with existing anpinted algorithms. We leave the
detail description of this part to the developer manual iati®a(4.

2.2 Pseudo Graphical User Interface

The Pseudo Graphical User Interface (PGUI) is basicallyGh# in the command line, which is
compatible with both Matlab and OctélieThe PGUI mode contains all the same functionalities
as the GUI mode, and users will call the implemented algmstivia interaction with a GUI in the
command line. We provide a menu driven interface for the tseelect algorithms and datasets,
and input the desired arguments. After providing the injmid selecting the execution option, the
algorithm(s) execute. Upon completion, the results arelegit graphs are displayed.

2.2.1 (ETTING STARTED

To start the PGUI mode, we type the following command in the4AB.
>> OLPS_pgui

After executing the above command, the root menu startsllasvio

>> OLPS_pgui

*kkkkkkkkhkkkkhhkkkhkkkhhkkhhkhkkhhhkhkhhkhhhhkhhhhhkhhkhhkhhhiiix *kkkkkkk
*» OLPS: Online Portfolio Selection via Machine Learning *k
*kkkkkkkkhkkkkhhkkkhkkhhkkhkhkhkkhhkhkhhkhhhhhhhkhhhhkhhhhhiiirx *kkkkkkk

1. Algorithm Analyser
2. Experimenter

3. Configuration

4. About

4. GUI mode in Section 211 works only in Matlab, which is piiepary.

13
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5. Exit

*kkkkkkkkkhhkkkkkhhkhhhhhkhkkrkkkhkhkhhhkhhkhkkkkkkhhhkhhkikx *kkkkkkk

Please enter your choice (1-5):

The root menu has five choices. The menu ile¢About) and5 (Exit) choices are self-explanatory.
The other three are the main functional buttons. The memnu it€Algorithm Analyser) will enter
Algorithm Analyser, in which, the user can run a single aithpon and analyse its performance
relative to the basic benchmarks. The menu igExperimenter) is used for selecting multiple
algorithms and comparing their performances. The menu &€@onfiguration) is used to add or
delete algorithms and datasets that can be used by the xoolbo

2.2.2 ALGORITHM ANALYSER

On choosing the menu itefin(Algorithm Analyser) andEnter, new choices irAlgorithm Analyser
open which will be used for running and analysing an algorith

Please enter your choice (1-5):1

kkkkkkkkkkkhkkkkkkkhhkhkhkhkkkkkkx

» QOLPS: ALGORITHM ANALYSERx*
*kkkkkkkkkkkkkkkkkkkkkhkkhkkhkkk

Select Algorithm

Set Parameters

Select Dataset

Preliminary Visualizations

View Current Job

START EXECUTION

Back

kkkkkkkkkkhkkkkkhkkkhkkkkhkkhkhkkkkhkk

NogakwdE

Please enter your choice (1-7):

Pressing the menu iterh (Select Algorithm) ancEnter will list all available algorithms as
follows, and we can select an algorithm to analyze.

Please enter your choice (1-7):1

-- ALGORITHM ANALYSER: SELECT ALGORITHM --

1.Uniform Buy & Hold (Benchmark)

2.Best Stock (Benchmark)

3.Uniform Constant Rebalanced Portfolio (Benchmark)
4.Best Constant Rebalanced Portfolio (Benchmark)
5.Universal Portfolio

6.Exponential Gradient

7.0nline Newton Step

14
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8.Switching Portfolio

9.M0

10.Anticor-1

11.Anticor-2

12.Nonparametric kernel based log optimal strategy

13.Nonparametric nearest neighbour based log optimal stra tegy

14.Correlation driven non parametric Uniform (CORN-U)

15.Correlation driven non parametric Top K (CORN-K)

16.Passive Aggressive Mean Reversion - BASIC

17.Passive Aggressive Mean Reversion - PAMR-1

18.Passive Aggressive Mean Reversion - PAMR-2

19.Confidence Weighted Mean Reversion (Variance)

20.Confidence Weighted Mean Reversion (Standard Deviatio n)
21.0nline Moving Average Reversion (Simple MA)

22.0nline Moving Average Reversion (Exponential MA)

Please enter your choice of algorithm (1-22): 6

You have selected:Exponential Gradient
Returning back to Algorithm Analyser...

After selecting an algorithm by entering its number (@dor EG algorithm) andcnter, the PGUI
will return the the last menu of Algorithm Analyzer.

Then, we can set its parameters by pres&iget Parameters) arithter. It will guide the user
to set the parameters one by one, as we set for the EG algdsigtow. After the selection, it will
return to the Algorithm Analyzer.

kkkkkkkkkkhkkkkkhkkkhkkkkhkkhkhkkkkhkk

* QOLPS: ALGORITHM ANALYSER*
khkkkkkkkkkkkkkkhhkkkkkhkhkhhhkkkk

Select Algorithm

Set Parameters

Select Dataset

Preliminary Visualizations

View Current Job

START EXECUTION

Back

kkkkkkkkkkkhkkkkkkkhhkhkhkhkhkkkkkx

NoohkownpkE

Please enter your choice (1-7):2

Please Enter the new values of parameters for Algorithm:
Algorithm: Exponential Gradient

1)Learning Rate(current value =0.05):0.05

2)Transaction Cost(current value =0):0

15



L1, SAHOO AND Hol

We can further select the dataset by presS§ifi§elect Dataset) arieinter. Below we select the
MSCI dataset for the analysis.

Please enter your choice (1-7):3

-- ALGORITHM ANALYSER: SELECT DATASET --

1.DJIA (14-Jan-01 to 14-Jan-03)
2.MSCI (01-Apr-06 to 31-Mar-10)
3.NYSE (O) (03-Jul-62 to 31-Dec-84)
4.NYSE (N) (01-Jan-85 to 30-Jun-10)
5.SP500 (02-Jan-98 to 31-Jan-03)
6.TSE (04-Jan-94 to 31-Dec-98)

Please enter your choice of Dataset (1-6):2

You have selected:MSCI (01-Apr-06 to 31-Mar-10)
Returning back to Algorithm Analyser...

We can visualize the assets in the chosen dataset by prés@ngliminary Visualizations) and
Enter. It will pop up three figures, illustrating the wealth cunafsthe four benchmark strategies
(i.e., Uniform BAH, Uniform CRP, Best Stock, and Best CRBr)d the wealth curves for all indi-
vidual assets, and the return distribution of each asset ithe annualized mean return and standard
deviation of each asset). Figlre 6 shows the example of MS@kdt.

Till now, we have selected EG algorithm and MSCI dataset,stdts parameters. Our selec-
tions can be viewed by pressibdView Current Job) an&nter. Take our case for example,

Please enter your choice (1-7):5

CURRENT JOB

Algorithm:  Exponential Gradient
Dataset:. MSCI (01-Apr-06 to 31-Mar-10)
Parameters -

Learning Rate = 0.05

Transaction Cost = 0

Returning back to Algorithm Analyser...

Finally, we can analyze the algorithm by pressing the meewn & (START EXECUTION)
andEnter to execute the choice. The execution will automaticallypatithe following contents,
including a comparison with 4 benchmarks in 10 performanetios.

Please enter your choice (1-6):1

Performance of the Algorithm compared to baselines based on several metrics
" ‘Market’ "Uniform’ '‘BestStock’ 'BCRP’ 'Algorithm’
'Final Value’ [ 0.8986] [ 0.9268] [ 1.5040] [ 1.5057] [ 0.9260
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Basic Benchmarks Individual Asset Return Curve

0.8

Uniform BAH
Uniform CRP

0.6

Best Stock
Best CRP

0.4
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(a) Basic Benchmarks (b) Individual Asset Return Curve

Returns Distribution of Each Stock

(c) Returns Distribution of Each Stock

Figure 6: Preliminary Visualizations of the MSCI dataset.

[1x28 char]  [1.7961e-05]  [5.3001e-05]  [4.7016e-04]  [4.67 8le-04]  [5.1829e-05]
‘Annualised Return’ [ -00255] [ -00182] [ 01036 [  0.1039 1 [ -0.0184]
‘Standard Deviaton’ [  0.0155] [  0.0158] [  0.0125] [  0.0122] [ 0.0158]

[1x29 char] [ 0.2461] [ 0.2516] [  0.1988] [  0.1944] [  0.2512]

'Sharpe Ratio’ [ -02662] [ -02313] [ 03201 [ 03288 [ -O. 2324]
‘Calmar Ratio’ [ -00394 [ -00312] [ 02585 [ 02498 [ -O. 0315]
'Sortino Ratio’ [ 00240] [ 00694 [ 07368 [ 07463] [  0.06 81]
'Value at Risk’ [ 00236 [ 00245 [ 00210] [ 00206 [  0.024 5]
‘Maximum Draw Down’ [ 06475] [ 06436] [ 03935 [ 04080 [ O .6438]

*
*

OLPS: RESULTS MANAGER

O UTAWN

. View Table of Results

. View Returns Graph

. View Risk Analysis Plots

. Portfolio Allocation Analysis
Save Results

Back

Please enter your choice (1-6):

After execution, the system will automatically enter theulemanager, which will show various

forms of results. Choosingy (View Tables of Results) will compare the results in a taklaoosing
2 (View Returns Graph) will output the the wealth curves (oréd and logarithmic) of the selected
algorithm and the benchmarks, for example, Fidure 7.
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Cumulative Returns of the Algorithms LOG Cumulative Returns of the Algorithms
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Figure 7: View Returns Graph.

Choosing the menu ite@(View Risk Analysis Plots) will output the the risk analy$igures of
the selected algorithm. For example, Figure 8 shows thepBhatio, Calmar Ratio, Sortino Ratio,
Value at Risk, and Maximum Drawdown of the algorithm, respety.

Choosing the menu iterdh (Portfolio Allocation Analysis) will output the figures orogfolio
allocation, i.e., Figurel9 outputs the average allocatiomach asset and its standard deviation.

Choosing the menu iterd (Save Results) will save the table of results i¢.dg\Results”.
Note that the typed file name needs to be embraced by ‘ and .

kkkkkkkkkkkhkhkkkkkkkkkhkhkhkkhkkx

*»  OLPS: RESULTS MANAGER:
*kkkkkkkkkkkkkkkkkkkkkkkkkk

View Table of Results

View Returns Graph

View Risk Analysis Plots
Portfolio Allocation Analysis
Save Results

Back

*kkkkkkkkkkkkkkkkkkkkkkkkkk

Please enter your choice (1-6):5
Enter Name of File to save results: '20150622.mat’
Results saved in /Log/Result

ogakrwnE

Choosing the menu ite® (Back) will return to Algorithm Analyser.

2.2.3 EXPERIMENTER

When devising trading strategies, we usually want to complae performance of these strategies
relative to each other. For this purpose, we providdakgerimenter We can enter thExperimenter
by choosing the menu ite@(Experimenter) in the root menu.

*kkkkkkkkhkkkkhhkkkhkkhhkkhkhkhkkhhkhkhhkhhhhhkhhkhhhkhhhhkhhkiiix *kkkkkkk
*» OLPS: Online Portfolio Selection via Machine Learning *k
*kkkkkkkkhkkkkhhkkkhkkhhkkhhkhhkkhhhhkhhkhhhhhhhhhhkhhhhhhhiiix *kkkkkkk
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Figure 8: View Risk Analysis Plots.

Algorithm Analyser
Experimenter
Configuration
About

Exit

kkkkkkkkkkhkkkkkhkhhhkhkhkkkkkkkkhhhkhkhkkkkkkkkkkhhkhikkx *kkkkkkk

arwprE

Please enter your choice (1-5):2
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Average Portfolio Allocation
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(a) Average Portfolio Allocation

Figure 9: Portfolio Allocation Analysis.

kkkkkkkkkkkhkhkkkkkkkkhkhkhkhkikx

**  OLPS: EXPERIMENTER**
*kkkkkkkkkkkkkkkkkkkkkhkk

Select Algorithms

Set Parameters

Select Dataset

View Current Job

START EXECUTION
Back

kkkkkhkkkkkhkkkhkkkhkkhkhkkkhkkk

ogakrwnhE

Please enter your choice (1-5):

By selectingl (Select Algorithms), the system will list existing algdits and we can choose
algorithms to compare. For the following example, EG (NCa) PAMR (NO. 16) algorithms are
selected.

-- ALGORITHM ANALYSER: SELECT ALGORITHM --

1.Uniform Buy & Hold (Benchmark)

2.Best Stock (Benchmark)

3.Uniform Constant Rebalanced Portfolio (Benchmark)
4.Best Constant Rebalanced Portfolio (Benchmark)
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5.Universal Portfolio

6.Exponential Gradient

7.0nline Newton Step

8.Switching Portfolio

9.M0

10.Anticor-1

11.Anticor-2

12.Nonparametric kernel based log optimal strategy
13.Nonparametric nearest neighbour based log optimal stra
14.Correlation driven non parametric Uniform (CORN-U)
15.Correlation driven non parametric Top K (CORN-K)
16.Passive Aggressive Mean Reversion - BASIC
17.Passive Aggressive Mean Reversion - PAMR-1
18.Passive Aggressive Mean Reversion - PAMR-2
19.Confidence Weighted Mean Reversion (Variance)
20.Confidence Weighted Mean Reversion (Standard Deviatio
21.0nline Moving Average Reversion (Simple MA)
22.0nline Moving Average Reversion (Exponential MA)

Currently Selected Algorithms:
1

Please Enter the Strategy IDs that you want to compare (1:22)

Eg. To compare Strategies 1, 3, 4, 5, type: [1, 3, 4, 5]
[6 16]

tegy

Then, we can set algorithms’ parameters by presgi(get Parameters). At first, it will show
current job and the selected algorithms’ default pararaefenen, we can choose the algorithms to
be updated. For example, we can chodgPassive Aggressive Mean Reversion - BASIC) and set

its parameters.

Please enter your choice (1-5):2
The current job is:

CURRENT JOB
Algorithms:

1.Exponential Gradient
Learning Rate = 0.05
Transaction Cost = 0

2.Passive Aggressive Mean Reversion - BASIC
Epsilon = 0.5
Transaction Cost = 0
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Dataset: DJIA (14-Jan-01 to 14-Jan-03)

Which Algorithm Parameters do you want to change: 2

Please Enter the new values of parameters for Algorithm:
Algorithm: Passive Aggressive Mean Reversion - BASIC
1)Epsilon(current value =0.5):0.5

2)Transaction Cost(current value =0):0

In the Experimenter the selection of dataset is the same to thaAigorithm Analyser by
pressing3 (Select Dataset).

After these steps, we can view the current job by presdifigiew Current Job), which will
show the algorithms and their parameters, and the targesetat

Please enter your choice (1-5):4

CURRENT JOB
Algorithms:

1.Exponential Gradient
Learning Rate = 0.05
Transaction Cost = 0

2.Passive Aggressive Mean Reversion - BASIC
Epsilon = 0.5
Transaction Cost = 0

Dataset: MSCI (01-Apr-06 to 31-Mar-10)

Pressing the menu iteB)(START EXECUTION) will execute all the algorithms on thedat
dataset. After execution, the system will enter into thelltemanager, which will automatically
show a table comparing the selected algorithms in ten paeoce metrics.

Performance of the Algorithm compared to baselines based on several metrics

" ‘eg’ ‘pamr’

'Final Value’ [ 0.9260] [15.2320]

'Mean Return for every period’ [5.1829e-05] [ 0.0029]

'Annualised Return’ [ -0.0184] [ 0.9309]

'Standard Deviation’ [ 0.0158] [ 0.0230]

'Annualised Standard Deviation’ [ 0.2512] [ 0.3648]

'Sharpe Ratio’ [ -0.2324] [ 2.4424]

'‘Calmar Ratio’ [ -0.0315] [ 1.6773]

22



AN ON-LINE PORTFOLIO SELECTION TOOLBOX

'Sortino Ratio’ [ 0.0681] [ 2.5379]
'Value at Risk’ [ 0.0245] [ 0.0352]
'Maximum Draw Down’ [ 0.6438] [ 0.5528]

TheResult Manager 2an show the table of results as above, or we can {ed8ew Table of
Results).

kkkkkkkkkkkkhkkkkkkkkkhkhkhkkhkixkx

*» OLPS: RESULTS MANAGER #
*kkkkkkkkkkkkkkkkkkkkkkkkkkkk

View Table of Results

View Returns Graph

View Daily Returns

View Risk Analysis Plots
Portfolio Allocation Analysis
Save Results

Back

kkkkkkkkkkkhkkkkkkkkhkkhkhkkhkkxkx

Please enter your choice (1-7):

NoohkwnpE

Choosing the menu iter (View Returns Graph) will show two wealth curves illustragithe
selected algorithms, as shown in Figlré 10.

Cumulative Returns of the Algorithms LOG Cumulative Returns of the Algorithms

T T : :
Exponential Gradient

Exponential Gradient f"
(\iﬁﬂi \V— ——— Passive Aggressive Mean Reversion - BASIC|

Passive Aggressive Mean Reversion - BASIC|

l
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L y 1 B : B : B :
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Portfolio Valt

I -t L L L L L L I I I I
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Time Time

(@) Cumulative Returns of the Algorithms (b) LOG Cumulative Returns of the Algorithms

Figure 10: View Returns Graph.

Choosing3 (View Daily Returns) will shows the daily returns. Sometsnee have a long
period, thus we need to choose the start and end of time pasddllows:

Please enter your choice (1-7):3
Enter start of time period: 1
Enter end of time period: 200

And a figure similar to Figure11 illustrating the daily retarwill pop up.
Choosing4 (View Risk Analysis Plots) will pop up five figures for risk dpsis, which are
similar to Figurd_1P.
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(a) Daily Returns of the Algorithms

Figure 11: View Daily Returns.

Choosingb (Portfolio Allocation Analysis) will output the figures orogfolio allocation, i.e.,
Figure[I3 outputs the average allocation of each assetssthitdard deviation.

Choosing6 (Save Results) will save the table of results tadg\Results”.

Choosing7 (Back) will return to Algorithm Analyser.

2.2.4 CONFIGURATION MANAGER
2.3 Command Line Interface

In the Command Line Interface (CLI), users can run algorghmg calling the commands. This
mode is designed for researchers, who are interested imglélye detail codes. In particular, we
provide a meta function namedanagerwhich is responsible for preprocessing (such as initadiz
datasets and variables, etc.), calling specified strategied postprocessing (such as analyzing and
outputting the results, etc.).

The root directory contains a sample of calling all algarigth named “OLP&Ili.m”, this will
help users understand the usage of the CLI mode.

2.3.1 TRADING MANAGER

The Trading Manager as shown in Algorithm]2, controls the whole simulation oflore portfolio
selection. At the start (Line 2), it loads market data from specified dataset. Note that this can be
easily extended to load data from real brokers. Then, Lined38sopen and close two logging files,
one for text and one for .MAT format. Line 4 and 6 measure themaational time of the execution
of a specified strategy. Measuring the time in the tradingagan ensures a fair comparison of
the computational time among different strategies. Line thé core component, which calls the
specified strategy with specified parameters. Segfion 3ilaitrate all included strategies and
their usages. Line 7 analyzes the executed results of tategyt which will be introduced later.
The “manager.m” usage is shown as follows.

Usage

function [cum_ret, cumprod_ret, daily_ret, ra_ret, run_t imel]...
= manager(strategy name, dataset name, varargins, opts);
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Figure 12: View Risk Analysis Plots.

cumret: cumulative return;

cumprodret: a vector of cumulative returns at the end of every trgdiay;
daily_ret: a vector of daily returns at the end of every trading day;

raret: analyzed result;

run_time: computational time of the core strategy (excluding ttenager routine);

strategyname: the name of strategy. All implemented strategies’ezaare listed in the
fourth column of Tabl&ll.
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Figure 13: Portfolio Allocation Analysis.

Algorithm 2: Trading manager for on-line portfolio selection.

© 00 N o 0o b~ W N P

Input: strategyname A string of the specified strategy;
datasethame A string of the specified dataset;

varargins A variable-length input argument list for the specifiechttgy;
opts A variable for options controlling the trading environnben
Output: cumulativeret: Final cumulative wealth;

Cumprodret: Cumulative wealth at the end of each period;
daily ret daily return for each period;

ra_et analyzed results, including risk adjusted returns;
run_time Time for the strategy (in sec).

begin

Initialize market data frondlataset

Open the log file and mat file;

Start the time variables;

Call strategywith parameters iwararging

Terminate the time variables;

Analyze the results;

Close the log file and mat file;

end

e datasetname: the name of dataset;
e varargins: variable-length input argument list;
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e opts: options for behavioral control.

Example This example calls the ubah (Uniform Buy And Hold, or comnyordferred as the
market strategy) strategy on the “NYSE (O)” dataset.

[cum_ret, cumprod_ret, daily ret, ra_ret, run_time]...
= manager('ubah’, 'nyse-o’, {0}, opts);

To facilitate the debugging of trading strategies, we alse controlling variables to control
the trading environment. In particular, the last paramefisin the above example contains the
controlling variables. As shown in Talilé 3, it consists oéfaontrolling variables.

Variables Descriptions Possible Values Explanation for values
opts.quietmode display debug info? Oorl No or Yes
opts.displayinterval | display info time interval? Any number (e.g., 500) Display every 500 periods.
opts.logrecord record the .log file? Oorl No or Yes

opts.matrecord record the .mat file? Oorl No or Yes
opts.analyzemode | analyze the algorithm? | Oor 1 No or Yes

opts.progress show the progress bar? | Oorl No or Yes

Table 3: Controlling variables.

The Result Managernalyzes the results and returns an array containing the sidistics,
Sharpe ratio and Calmar ratio and their related statistixstails about the returned statistics are
described in Tablgl4.

Usage

function [ra_ret] ...
= ra_result_analyze(fid, data, cum_ret, cumprod_ret, dai ly ret, opts);

2.3.2 EXAMPLES
Example 1 Calling BCRP strategy on the SP500 dataset, mute verbogpdtsu

>> opts.quiet_mode = 1; opts.display_interval = 500;
opts.log_mode = 1; opts.mat_mode = 1;
opts.analyze_mode = 1; opts.progress = 0;

>> manager(bcrp’, 'sp500’, {0}, opts);

Then the algorithm outputs are listed below:

>> manager(’bcrp’, 'sp500’, {0}, opts);
----Begin bcrp on sp500-----

BCRP(tc=0.0000), Final return: 4.07

----End bcrp on sp500-----
>>
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ndex | Descriptions

Number of periods

Strategy’s average period return
Market's average period return
Strategy’s winning ratio over the market
Alpha (@)

Beta (9)

t-statistics

p-value

Annualized percentage yield
Annualized standard deviation
Sharpe ratio

Drawdown at the end
Maximum drawdown during the periods
Calmar ratio

O© O ~NO O WNPRF

el
[N}

i
AN

Table 4: Vector of the analyzed results.

Example 2 Calling BCRP strategy on the SP500 dataset, display vedbosguts:

>> opts.quiet_mode = 0; opts.display_interval = 200;
opts.log_mode = 1; opts.mat_mode = 1;
opts.analyze_mode = 1; opts.progress = 0;

>> manager(’bcrp’, 'sp500’, {0}, opts);

Then the algorithm outputs are listed below:

>> manager(bcrp’, 'sp500’, {0}, opts);
Running strategy bcrp on dataset sp500
Loading dataset sp500.

Finish loading dataset sp500

The size of the dataset is 1276x25.
Start Time: 2013-0721-13-22-05-664.
----Begin bcrp on sp500-----

Parameters [tc:0.000000]

day Daily Return Total return
500 1.055339 4.634783

1000 1.018404 4.560191
BCRP(tc=0.0000), Final return: 4.07

----End bcrp on sp500-----

Stop Time: 2013-0721-13-22-08-144.
Elapse time(s): 2.486262.

Result Analysis
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Statistical Test

Size: 1276
MER(Strategy): 0.0015
MER(Market):0.0003
WinRatio:0.5063
Alpha:0.0010
Beta:1.3216
t-statistics:2.1408
p-Value:0.0162

Risk Adjusted Return
Volatility Risk analysis
APY: 0.3240

Volatility Risk: 0.4236
Sharpe Ratio: 0.6705
Drawdown analysis
APY: 0.3240

DD: 0.3103

MDD: 0.5066

CR: 0.6395

>>

3. Strategies

This section focuses on describing the implemented stestég the toolbox. We describe the four
implemented categories of algorithms, i.e., BenchmarklpWw the Winner, Follow the Loser, and
Pattern Matching based approaches.

3.1 Benchmarks

In the financial markets, there exist various benchmarksh(ss indices, etc.). In this section,
we introduce four benchmarks, that is, Uniform Buy And HdBEst Stock, Uniform Constant
Rebalanced Portfolios, and Best Constant Rebalancedhastf

3.1.1 WINIFORM Buy AND HOLD

Description “Buy And Hold” (BAH) strategy buys the set of assets at theiheigng and holds
the allocation of assets till the end of trading periods. Baith initial uniform portfolio is termed
“Uniform Buy And Hold” (UBAH), which is often a market stragg in the related literatures. The
final cumulative wealth achieved by a BAH strategy is inifiattfolio weighted average of individ-
ual stocks’ final wealth,

Sn (BAH (bl)) = b1 . <é Xt> y
t=1
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whereb; denotes the initial portfolio. In case of UBAH = (L,...,-1). To see its update
clearly, BAH’s explicit portfolio update can also be writtas,

thXt

T )
bt Xt

(1)

by =

where(®) denotes the operation of element-wise product.

Usage

ubah(fid, data, {\}, opts);

fid: file handle for writing log file;

data: market sequence matrix;

A € [0,1): proportional transaction cost rate;
opts: options for behavioral control.

Example Call market (uniform BAH) strategy on the “NYSE (O)” datagéth a transaction cost
rate of 0.

1. >> manager('market’, 'nyse-o’, {0}, opts);

3.1.2 BESTSTOCK

Description “Best Stock” (Best) is a special BAH strategy that buys thstlstock in hindsight.
The final cumulative wealth achieved by the Best strategybearalculated as,

Sp (Best) = max b - <é Xt> =S, (BAH (b%)),

beAn, i—1

where the initial portfolidb® can be calculated as,

b° = argmaxb - <© xt> )
t=1

beAn

Its portfolio update can also be explicitly written as thensaas Eq.[{11), except that the initial
portfolio equalsb®.

Usage
best(fid, data, {\}, opts);

fid: file handle for writing log file;
data: market sequence matrix;

A € [0,1): transaction costs rate;
opts: options for behavioral control.
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Example Call Best Stock strategy on the “NYSE (O)” dataset with ageantion cost rate of 0.

1. >> manager(’best’, 'nyse-o’, {0}, opts);

3.1.3 WINIFORM CONSTANT REBALANCED PORTFOLIOS

Description “Constant Rebalanced Portfolios” (CRP) is a fixed proporstrategy, which rebal-
ances to a preset portfolio at the beginning of every perimdparticular, the portfolio strategy
can be represented B8 = {b, b, ... }. The final cumulative portfolio wealth achieved by a CRP
strategy after periods is defined as,

S, (CRP (b)) = ﬁ b'x;.
t=1

In particular, “Uniform CRP” (UCRP) chooses a uniform polith as the preset portfolio, that is,

b= (L ...21).
Usage
ucrp(fid, data, {\}, opts);
o fid: file handle for writing log file;
e data: market sequence matrix;
e )\ € [0,1): transaction costs rate;
e opts: options for behavioral control.

Example Call UCRP strategy on the “NYSE (O)” dataset with a trangerctiost rate of 0.

1. >> manager('ucrp’, 'nyse-o’, {0}, opts);

3.1.4 B=EsT CONSTANT REBALANCED PORTFOLIOS

Description “Best Constant Rebalanced Portfolios” (BCRP) is a specRPGtrategy that sets
the portfolio as the portfolio that maximizes the terminadalth in hindsight. BCRP achieves a
final cumulative portfolio wealth as follows,

S, (BCRP) = max S, (CRP (b)) = S, (CRP (b*)),

beA,
and its portfolio is calculated in hindsight as,
n

b* = arg maxlog S, (CRP (b)) = arg max Z log <bTxt> :
breAm beAm 5
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Usage

berp(fid, data, {A\}, opts);

fid: file handle for writing log file;
data: market sequence matrix;

A € [0,1): Transaction costs rate;
opts: options for behavioral control.

Example Call BCRP strategy on the “NYSE (O)” dataset with a trangectost rate of 0.
1. >> manager(’bcrp’, 'nyse-o0’, {0}, opts);

3.2 Follow the Winner

Follow the Winner approach is characterized by transfgrgartfolio weights from the underper-
forming assets (experts) to the outperforming ones.

3.2.1 WINIVERSAL PORTFOLIOS

Description Cover’s “Universal Portfolios” (UP)@eM) unifolynbuys and holds the
whole set of CRP experts within the simplex domain. Its cuativg wealth is calculated as,

5, (UP) = /A 5, (b) dy (b).

Moreover, we adopt a implementatio®),(which is based on non-uniform random walks that are
rapidly mixing and requires a polynomial time.

Usage

up(fid, data, {\}, opts);

fid: file handle for writing log file;
data: market sequence matrix;

A € [0,1): transaction costs rate;
opts: options for behavioral control.

Example Call Cover's Universal Portfolios on the “NYSE (O)” dataseth default parameters
and a transaction cost rate of 0.

1. >> manager('up’, 'nyse-o’, {0}, opts);
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3.2.2 EXPONENTIAL GRADIENT

Description “Exponential Gradient” (EG)?) tracks the best stock and adopts regularization term
to constrain the deviation from previous portfolio, i.eG’E formulation is,

b;+1 = argmax nlogb-x; — R (b,by),
beA,,

wheren refers to the learning rate adti(b, b;) denotes relative entropy, & (b, b;) = >, b; log bf:
Solving the optimization, we can obtain EG’s portfolio égjplupdate, ’

t - Xt

biy1,; = byiexp <77bxt’i )/Z, i=1,...,m,

whereZ denotes the normalization term such that the portfolio el@rsums td.

Usage
eg(fid, data, {n, A}, opts);

fid: file handle for writing log file;
data: market sequence matrix;

n: Learning rate;

\: Transaction costs rate;

opts: options for behavioral control.

Example Call Exponential Gradient on the “NYSE (O)” dataset with arléng rate 00.05 and
a transaction cost rate of 0.

1. >> manager('eg’, 'nyse-o’, {0.05, 0}, opts);

3.2.3 ONLINE NEWTON STEP

Description “Online Newton Step” (ONSj_(Aga‘DALaLeIHL_ZdOG) tracks best CRP to date and
adopts a L2-norm regularization to constrain portfolicesiability. In particular, its formulation is,

t

p
b;11 = arg max log(b-x;) — = ||b|l.
1 = argmax 3 log (- x) = b

Solving the optimization, we can obtain ONS’ explicit pofih update,

1 1
bl = (_) ceey _) ’ bt+1 = Hi:n (5A;1pt) ;

m m

with

t T 1 t
(@) e ()

= \(br X7 =1

z
where is the trade-off parameted, is a scaling term, anﬂ[ﬁjﬂ () is an exact projection to the
simplex domain.

33



L1, SAHOO AND Hol

Usage

ons(fid, data, {n, B, 6, A}, opts)

fid: file handle for writing log file;
data: market sequence matrix;

7. mixture parameter;

5. trade off parameter;

0: heuristic tuning parameter.

A: transaction costs rate

opts: options for behavioral control.

Example Call Online Newton Step on the “NYSE (O)” dataset with a tesri®n cost rate of 0.
1. >> manager('ons’, 'nyse-o’, {0, 1, 1/8, 0}, opts);

3.3 Follow the Loser

The Follow the Loser approaches assume that the undenpénfpassets will revert and outperform
others in the subsequent periods. Thus, their common b@hiavio move portfolio weights from
the outperforming assets to the underperforming assets.

3.3.1 ANTI CORRELATION

Description “Anti Correlation” (Anticor) (Boradin et al., 2004) transfs the wealth from the out-
performing stocks to the underperforming stocks via thedss-correlation and auto-correlation.
t—w

Anticor adopts logarithmic price relatives in two specifiamet windows, thatisy; = log (Xt72w le)
andy; = log (x}_,,, ). Itthen calculates the cross-correlation matrix betwegeandyy,

. 1 _ =
Moy (i,7) = ] (1, — )’ (y2,; — ¥2)

) [ 00t
core 0 otherwise

Then following the cross-correlation matrix, Anticor mevehe proportions from the stocks in-
creased more to the stocks increased less, in which thespomding amounts are adjusted accord-
ing to the cross-correlation matrix. In particular, if asséncreases more than asgetand their
sequences in the window are positively correlated, Antitaims a transfer from asséto j with

the amount equals the cross correlation valug (i, 7)) minus their negative auto correlation val-
ues (uin {0, Mo (¢,7)} andmin {0, Mo, (7,7)}). These transfer claims are finally normalized to
keep the portfolio in the simplex domain.

Usage We implemented two Anticor algorithms, i.e., BAiH{Anticor) and BAHy (Anticor(Anticor)).
Their usages are listed below.

34



AN ON-LINE PORTFOLIO SELECTION TOOLBOX

anticor(fid, data, {W, A}, opts);
anticor_anticor(fid, data, {W, A}, opts);

fid: file handle for writing log file;
data: market sequence matrix;

W: Maximal window size;

\: Transaction cost rates;

opts: options for behavioral control.

Example Call both Anticor algorithms on the “NYSE (O)” dataset withmeximal window size
of 30 and a transaction cost rate of 0.

1. >> manager('anticor’, 'nyse-o’, {30, 0}, opts);
2. >> manager('anticor_anticor’, 'nyse-o’, {30, 0}, opts) ;

3.3.2 RASSIVE AGGRESSIVEMEAN REVERSION

Description Rather than tracking the best stock, “Passive AggressivanMReversion” (PAM-
R) (Lietall,[201P) explicitly tracks the worst stocks, venidopting regularization techniques to
constrain the deviation from last portfolio. In particylRAMR’s formulation is,

1
byy1 =argmin = ||b—by|> st £ (b;x;) =0,
beA,, 2
where/, (b;x;) denotes a predefined loss function to capture the mean i@vgn®perty,
0 b x; <
le (bixy) = e
b -x; — e otherwise
Solving the optimization, we can obtain PAMR’s portfoliodgte,
_ bt Xt — €
bt+1 :bt—’Tt (Xt—.CCt]_), T — max 0,7_2 .
% — 21|

Usage We implemented three PAMR algorithms, i.e., PAMR, PAMR-dd&PAMR-II. Their us-
ages are listed below.

pamr(fid, data, {e, A}, opts);
pamr_1(fid, data, {¢, C, A}, opts);
pamr_2(fid, data, {e, C, A}, opts);

fid: file handle for writing log file;
data: market sequence matrix;

€. mean reversion threshold;

C: aggressive parameter;

A: transaction cost rates;

opts: options for behavioral control.
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Example Call the three PAMR algorithms on the “NYSE (O)” dataset withan reversion thresh-
old of 0.5, aggressive parameter3dfand a transaction cost rate of 0.

1. >> manager('pamr’, 'nyse-o’, {0.5, 0}, opts);
2: >> manager(pamr_1', 'nyse-0’, {0.5, 500, 0}, opts);
3: >> manager(’pamr_2’, 'nyse-o0’, {0.5, 500, 0}, opts);

3.3.3 (ONFIDENCEWEIGHTED MEAN REVERSION

Description “Confidence Weighted Mean Reversion” (CWMm my)ﬂﬁbdels the port-
folio vector a Gaussian distribution, and explicitly upgkathe distribution following the mean re-
version principle. In particular, CWMR’s formulation is,

(41, Bi41) = argmin - D (N (i, B) |V (e, )
BEAMR,X

st Priu-x; <e¢€ >0.

Expanding the constraint, the resulting optimization pgobis not convex. The authors provided
two methods to solve the optimization, i.e., CWMR-Var and KRtStdev. CWMR-Var involves
linearizing the constraint and solving the resulting ojation, one can obtain the closed form
update scheme as,

fea1 = pe — M1 e (x¢ — 21), B =70+ 20 6%/

where); .1 corresponds to the Lagrangian multiplier calculated by (Ed) inlLi et al m) and
Ty = %z*:‘l* denotes the confidence weighted price relative average. ®Y8hkdliev involves the
decomposition of the covariance matrix and can also redesisglar portfolio update formulas.
Usage We implemented two CWMR algorithms, i.e., CWMR-Var and CWMNRlev. Their us-
ages are listed below.

cwmr_var(fid, data, {¢, € A}, opts);
cwmr_stdev(fid, data, {¢, €, A}, opts);

fid: file handle for writing log file;
data: market sequence matrix;

¢: confidence parameter;

€: mean reversion threshold;

A: transaction cost rates;

opts: options for behavioral control.

Example Call the two CWMR algorithms on the “NYSE (O)” dataset witmfidence parameter
of 2, mean reversion parameter($ and a transaction cost rate of 0.

1. >> manager('cwmr_var’, 'nyse-o’, {2, 0.5, 0}, opts);
2. >> manager('cwmr_stdev’, 'nyse-o’, {2, 0.5, 0}, opts);

36



AN ON-LINE PORTFOLIO SELECTION TOOLBOX

3.3.4 ONLINE MOVING AVERAGE REVERSION

Description “Online Moving Average Reversion” (OLMAR)?) explicitly predicts next price
relatives following the mean reversion idea, i.e., MAR-1rba/s simple moving average,

- (w) 1 14 1 n n 1
Xt+1 w) =— — e — ,
w Xt @?:02 Xt—i

wherew is the window size an@) denotes element-wise product, and MAR-2 borrows expoalenti
moving average,

- b
X1 (@) =al+ (1 — «) X—t,
¢

wherea € (0,1) denotes the decaying factor and the operations are all atewige. Then, OL-
MAR’s formulation is,

1
by =argmin = |[b—by||> s.t.b-X > €,
beA, 2

Solving the optimization, we can obtain its portfolio upslat
bii1 = by + M1 (Xegp1 — Teq1l),

wherez; 1 = % (1-x441) denotes the average predicted price relative and is the Lagrangian
multiplier calculated as,
€—by x4 }

&1 — B2
Usage We implemented two OLMAR algorithms, i.e., OLMAR-I and OLNRAIl. Their usages
are listed below.

At+1 = max {0

olmarl(fid, data, {e, W, A}, opts);
olmar2(fid, data, {e, «a, A}, opts);

fid: file handle for writing log file;

data: market sequence matrix;

€. mean reversion threshold;

W: window size for simple moving average;

a € [0, 1]: decaying factor to calculate exponential moving average;
A € [0,1): transaction cost rates;

opts: options for behavioral control.

Example Call the two OLMAR algorithms on the “NYSE (O)” dataset withean reversion
threshold of 10, window size @&, decaying factor 0.5, and a transaction cost rate of 0.

1. >> manager('olmarl’, 'nyse-o’, {10, 5, 0}, opts);
2. >> manager(’'olmar2’, 'nyse-o’, {10, 0.5, 0}, opts);
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Algorithm 3: Sample selection framework’((x}, w)).

Input: x!: Historical market sequence;: window size;
Output: C': Index set of similar price relatives.

1 Initialize C' = 0;

2 if t <w+1then

3 | return;

4 end
sfori=w+1w+2,...,tdo
6 | if x_} is similartox!_,_, then
7 | C=cCu{i};

8 end

9 end

3.4 Pattern Matching based Approaches

The Pattern Matching based approaches are based on thepsissuthat market sequences with
similar preceding market appearances tend to re-appeauns, The common behavior of these
approaches is to firstly identify similar market sequented are deemed similar to the coming
sequence, and then obtain a portfolio that maximizes theat&d return based on these similar se-
guences. Algorithr]3 illustrates the first step, or the samsplection procedure. The second step,
or the portfolio optimization procedure, often follows ttalowing optimization,

b1 = arg max H b - x;. (2)
bEAM iEC(xi)

3.4.1 NONPARAMETRIC KERNEL-BASED LOG-OPTIMAL STRATEGY

Description “Nonparametrikernel-basedgample selection”BX) deQ" rfi et al.];O_dG) identifies
the similarity set by comparing two market windows via Edeln distance,

Ck (X’i,w) = {w <i<t+1: HXLWH —XﬁjuH < %}7
wherec and/ are the thresholds used to control the number of similar &snphen, it obtains an
optimal portfolio via solving Eq[{2).

Usage
bk_run(fid, data, {K, L, c, A}, opts);

fid: file handle for writing log file;

data: market sequence matrix;

K: maximal window size;

L: used to split the parameter space of each k;
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e C: similarity threshold;
e )\ € [0,1): transaction cost rates;
e opts: options for behavioral control.

Example Call theBX algorithm on the “NYSE (O)” dataset with default parametans a trans-
action cost rate of 0.

1. >> manager(’bk’, 'nyse-o’, {5, 10, 1, 0}, opts);

3.4.2 NONPARAMETRIC NEARESTNEIGHBOR LOG-OPTIMAL STRATEGY

Description “Nonparametrimearest neighbor-baseshmple selection B N) (Gyorfi et al.| 2008)
searches the price relatives whose preceding market wsmdogvwithin the/ nearest neighbor of
latest market window in terms of Euclidean distance,

Cy (xi,w) ={w<i<t+1:x:"] isamong the NNs ofx}_, .},
where/ is a threshold parameter. Then, the strategy obtains amalgportfolio via solving Eq[{2).

Usage
bnn(fid, data, {K, L, A}, opts)

fid: file handle for writing log file;

data: market sequence matrix;

K: maximal window size;

L: parameter to split the parameter space of each k;
A € [0,1): transaction cost rates;

opts: options for behavioral control.

Example Call theBNN algorithm on the “NYSE (O)” dataset with default parametand a trans-
action cost rate of 0.

1. >> manager(’bnn’, 'nyse-o’, {5, 10, 0}, opts);

3.4.3 GORRELATION-DRIVEN NONPARAMETRIC LEARNING STRATEGY

“Correlation-drivennonparametric sample selection” (CORM @Olbﬁlﬁfies the simi-
larity among two market windows via correlation coefficient

i—1 t
cov (L5t ) p}
- )

std (Xiju) std (Xi—wﬂ)

Cc(xﬁ,w):{w<i<t+1:

wherep is a pre-defined threshold. Then, it obtains an optimal plotfia solving Eq.[(2).
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Usage

corn(fid, data, {w, ¢, A}, opts),
cornu(fid, data, {K, L, c, A}, opts);
cornk_run(fid, data, {K, L, pc, A}, opts)

fid: file handle for writing log file;

data: market sequence matrix;

w: window size;

K: maximal window size;

L: used to split the parameter space of each k;
c: correlation threshold;

pc: percentage of experts to be selected;

A € [0,1): transaction cost rates;

opts: options for behavioral control.

Example Below we call three CORN algorithms with their default paeders.

=

>> manager('corn’, 'nyse-o0’, {5, 0.1, 0}, opts);
>> manager(’cornu’, 'nyse-o’, {5, 1, 0.1, 0}, opts);
3: >> manager(’cornk’, 'nyse-o’, {5, 10, 0.1, 0}, opts);

N

4. Developer Manual

One important feature of the toolbox is to allow other reskars to add/delete new algorithms.
This section will describe the development of new strategiecluding developing new strategies
and adding the developed strategies into the toolbox swthuers can compare the strategy with
the state of the art.

4.1 Developing New Strategies

Developing new strategies requires additional effortsesearch. Suppose that users have designed
a new strategy, i.e., technically, the user has a functian dlitputs portfolios. Note that in the
toolbox we only consider the portfolio selection methodg,ibmay be further extended to handle
single stock trading. To add the strategy to our toolbox, a&rereuse the “template.m” in the Strate-
gy folder. The user’s portfolio selection function can bsilgecalled in Line 40, the parameters can
be passed through the parameter “varargins”, which is aingugngth variables for parameters.
Renaming the file name, we can obtain a strategy.

1 function [ cum_ret, cumprod_ret, daily ret, daily_portf olio] = template( fid, data, varargins, opts )
2 % This is a template for writing a portfolio selection algor ithm

3%

4 % [ cum_ret, cumprod_ret, daily_ret, daily_portfolio] = t emplate( fid, data, varargins, opts )
5%

6 % Please put the description of your algorithm here

7 % Name of Strategy:

8 % Author:

9 % Description:
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10% The sections labelled as "Static" of the file need not be c hanged

11

12%%%%% % %% %% %% %% % %% % %% % %% %0 %% %% %% % %0 % U HH WIS Y W %0 0% %096 % Y0 %% Yo
13% This file is part of OLPS: http://OLPS.stevenhoi.org/

14% Original authors:

15% Contributors:

16% Change log:

17%

18%%%%%%%%%%%6%6 %% % %% % %% %0 %% %0 %% % % %% %% % U W W W W VW VWY %0 Y0 %0 %690 % Y0 %% Yo
19

20 %% Make changes to this section to construct your algorith m
21

22 %% Read Parameters

23 pl = varargins{1},

24

25 %% Initialize variables

26 [r c] = size(data);
27 b = ones(c,1)/c;

28 returns = zeros(r,1);
29 portfolio = ones(r,c)/c;
30

31 %% Static
32 progress = waitbar(0,'Executing Algorithm...");

33

34

35 %% The looping over the entire dataset for backtesting

36 % The algorithm looping over r time periods

37 for t = L:Lir

38

39

40 %%TO be filled by users %%

41

42

43 %% Static

44 % compute x ofthe optimization problem i.e. todaysRelati ve
45 todaysRelative = data(t,:)’;

46 % Compute the returns of algorithm

a7 portfolio(t, :) = b;

48 returns(t) = b’ * (todaysRelative-1);

49

50 %% Change this section to describe your strategy portfoli o selection method
51

52 % Use solver/algorithm to find new portfolio vector at end of time
53 % period t

54

55

56 %%  Static

57 % Update Progress

58 if mod(t, 50) ==

59 waitbar((t/r));

60 end

61

62 end

63

64

65 %% Static

66

67 % Compute additional statistics (for quick individual ru n without GUI)
68 % Can be deleted

69 stats.finalValue = prod(returns+1);

70 Y =r/252;

71 stats.sharpe = ((stats.finalValue) (1/Y) - 1.04) / (std (returns)  *sqrt(252));
72 stats.averagelnTopStock = mean(max(portfolio’) );

73 stats.averagelnTop2Stocks = flipud(sort(portfolio”) );
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74 stats.averagelnTop2Stocks = mean(sum(stats.averagel nTop2Stocks(1:2, :)));
75 stats.variance = (std(returns) *sqrt(252));
76

77

78 % Conversion of results to algorithm format

79 % cum_ret, cumprod_ret, daily_ret, daily_portfolio
80 daily_portfolio = portfolio;

81 daily_ret = returns+ 1;

82 cumprod_ret = cumprod(daily_ret);

83 cum_ret = cumprod_ret(end);

84

85 close(progress);

86end

Moreover, we need to specify its parameters, such that ollvdg can recognize the new strat-
egy. Users can create a configuration file, such as “temptatéig.m” for template strategy. The
config files are straightforward, as follows:

% This is an example of how to write the config file
% Line 1 - name of the strategy

% Line 2 - number of Parameters

% Line 3 - Name of Parameter 1

% Line 4 - Default Value of Parameter 1
% ...(do not leave an empty line)
Template Algorithm

3

pl

0

p2

1

p3

10

4.2 Incorporating New Strategies

After developing the required functions for a new strategg, can call the new strategy in the
command line. Alternatively, we can add the strategy to tiedbbx such that users can compare
the strategy with the state of the art. The following two mers describe the addition/deletion in
the GUI and PGUI modes, respectively.

4.2.1 N THE GUI MODE

Here, we describe how to add or delete new algorithms andetatgiaConfiguration Manageras
shown in Figuré 14

New Strategy A template (“template.m”) has been provided in the Strafetger which is based
on the general framework for online portfolio selectiondascribed in Protoc@l 1). The user should
enter his code to learn the new portfolio within the specifegion of the loop. Without any changes
to the code, the template will behave abaiform Constant Rebalanced Portfoladrategy, owing
to the fact that we start with a uniform portfolio, and nevpdate it. All new strategies coded must
remain in the Strategy folder. Once the files are createdearfdiders, the configuration should
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— Algorithm
— Add Algorithm

A&lgorithm Name [ _A!gurl'rthm Ngrr!e
File Name newAIgur'rt.hm

Parameter Name Default Values

Parameter 1

Parameter 2

Parameter 3

Parameter 4

Parameter 5

Parameter &

| Add Algorithm

— Remove Algorithm

Algorithm hame Uniform Buy & Hold (Benchmark})

—

— Data
— Add Data

Data Name [ Warket (start date - end date) Frequency (days}

Filz Name newData

— Remove Data

Data Name |DJIA (14-Jan-01 to 14-Jan-03)

—_—

— Save Preferences

Enter Configuration File Name newConfig

[7] Make this the active configuration

Save Preferences

Figure 14: Configuration Manager.

be changed using the Configuration Manager GUI, which ctntree loading of algorithms and
datasets into the Trading Manager.
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Configuration The configuration determines the algorithms and datasétg lsed in the tool-
box. Within theconfigfolder, there is a file calledonfig This is the active configuration, which
means the toolbox uses this file to determine which algostiamd datasets would be preloaded.
There is another fileonfig defaultwhich is the configuration provided by the toolbox. Initjalhe
content of the default and the active configuration are theesaA new configuration can be cre-
ated by clicking on th&onfigurationbutton in the start window. It automatically loads the aetiv
configuration, to which the user can add or delete new algyostdatasets.

4.2.2 NTHE PGUIMODE

Here, we describe how to add or delete new algorithms andelataiaConfiguration Managerby
choosing3(. Configuration).

kkkkkkkkkkhkkhkkkhkkhkhkkkhkkkhkkkkkkkhkkkhkkhkhkkhkhkkkkkkkkkkk *kkkkkhkk

» OLPS: Online Portfolio Selection via Machine Learning *k
khkkkkkkkkkkkkkkhhhkkkkkhkhkhhkhkkkhkhkhhkkkkhkkhkhkhkkkkkhkhkhkkkkk *kkkkkhkk
Algorithm Analyser

Experimenter

Configuration

About

Exit

kkkkkkkkkkhkhkkkkhkhhhhkhkkkkkkkkhhhkhkhkkkkkkkkkkhhkkikk *kkkkkkk

arMwNE

Please enter your choice (1-5):3

kkkkkkkkkkhkkhkkkhkkkhkkkkkkhkk

*»  OLPS: CONFIG MANAGERx
*kkkkkkkkhkkkkhhkkkhkkhhkhhkkhkkhikkx

Add Strategy

Remove Strategy

Add Dataset

Remove Dataset

Set Active Configuration
Back

kkkkkhkkkkkhkkhkkkhkkkhkkkkkkkk

Please enter your choice (1-6):

ogakrwphE

New Strategy A template (“template.m”) has been provided in the Strafetger which is based
on the general framework for online portfolio selectiondascribed in Protoc@l 1). The user should
enter his code to learn the new portfolio within the specifegion of the loop. Without any changes
to the code, the template will behave abaiform Constant Rebalanced Portfolarategy, owing
to the fact that we start with a uniform portfolio, and nevpdate it. All new strategies coded must
remain in the Strategy folder. Once the files are createdéarfdiders, the configuration should
be changed using the Configuration Manager GUI, which ctntree loading of algorithms and
datasets into the Trading Manager.

*» OLPS: CONFIG MANAGERx
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. Add Strategy

. Remove Strategy

. Add Dataset

. Remove Dataset

Set Active Configuration
Back

U WN R

Please enter your choice (1-6):1

Instructions:

1. Create new strategy, and save it in folder /Strategy

2. If file name is 'newStrategy.m’, create and appropriatel

in the same folder

3. An example of this type of files is shown in 'template.m’ an
Enter name of file that you want to add (e.g. 'newStrategy’):
Enter name of configuration you want to change (e.g. 'config
Strategy Added to config. It can now be read by the toolbox.
Set it as the active configuration and restart the toolbox.

*» OLPS: CONFIG MANAGERx

. Add Strategy

. Remove Strategy

. Add Dataset

. Remove Dataset

. Set Active Configuration
Back

oUTAWN P

Please enter your choice (1-6):2

Name of config file do you want to update (e.g. 'config_mycon
Strategies in current config:

1.Uniform Buy & Hold (Benchmark)

2.Best Stock (Benchmark)

3.Uniform Constant Rebalanced Portfolio (Benchmark)
4.Best Constant Rebalanced Portfolio (Benchmark)
5.Universal Portfolio

6.Exponential Gradient

7.0nline Newton Step

8.Switching Portfolio

9.M0

10.Anticor-1

11.Anticor-2

12.Nonparametric kernel based log optimal strategy
13.Nonparametric nearest neighbour based log optimal stra
14.Correlation driven non parametric Uniform (CORN-U)
15.Correlation driven non parametric Top K (CORN-K)
16.Passive Aggressive Mean Reversion - BASIC

17.Passive Aggressive Mean Reversion - PAMR-1
18.Passive Aggressive Mean Reversion - PAMR-2
19.Confidence Weighted Mean Reversion (Variance)
20.Confidence Weighted Mean Reversion (Standard Deviatio
21.0nline Moving Average Reversion (Simple MA)
22.0nline Moving Average Reversion (Exponential MA)
23.Template Algorithm

Enter ID of Strategy to be removed: 23

Strategy removed from config. Set it as the active configura

y populate 'newStrategy config.m’

d 'template_config.m’
‘template’
_myconfig’):’config’

fig’):’config’

tegy

n)

tion and restart the toolbox.

Configuration The configuration determines the algorithms and datasétg lsed in the tool-
box. By maintaining different configuration files, users saritch from their config files to others.
Thus, they can use different set of algorithms and data¥¢ithin the configfolder, there is a file
calledconfig This is the active configuration, which means the toolbaesuhis file to determine
which algorithms and datasets would be preloaded. Therihar fileconfig defaultwhich is the
configuration provided by the toolbox. Initially the contexfi the default and the active configura-
tion are the same. A new configuration can be created by wtickn theConfigurationbutton in
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the start window. It automatically loads the active confagiam, to which the user can add or delete
new algorithms/datasets.

* *kkk kkkkkkkkkkkkkkkkkkkhkkkkkkkhkkkkkkkkkkkk K*kkkkkkk

*» OLPS: Online Portfolio Selection via Machine Learning i
* * * * * *kkkkkkk
Algorithm Analyser

Experimenter

Configuration

About

Exit

* * * * * *kkkkkkk

agrwdE

Please enter your choice (1-5):3

* * *

» OLPS: CONFIG MANAGERx

Add Strategy

Remove Strategy

Add Dataset

Remove Dataset

Set Active Configuration

Back

Please enter your choice (1-6):5

Name of config file do you want to make active (e.g. 'config_m yconfig’):’config_default
Update Configuration. Restart toolbox to read the updated c onfiguration

* *kkk *kkkkkkkkkkk

OLPS: CONFIG MANAGERx
Add Strategy

Remove Strategy

Add Dataset

Remove Dataset

Set Active Configuration
Back

*kkk *kkk *kkk

Please enter your choice (1-6):

2B N

]

*
*

foukrwnpE

4.3 Adding New Datasets
4.3.1 N THE GUI MODE

A dataset is in the form of price relative vectors of variosseds. The'” row represents the price
relative of all the assets at timeThe user just has to save the new price relative matrix ifDiia
folder. Data of different frequencies can be used as wellth& datasets provided in the toolbox
are of daily frequency. Once the files are created in the fs|die configuration should be changed
using the Configuration Manager GUI, which controls the ingaf algorithms and datasets into
the Trading Manager.

4.3.2 NTHE PGUIMODE

A dataset is in the form of price relative vectors of variosseds. The'” row represents the price
relative of all the assets at tinieThe user just has to save the new price relative matrix ifDéte
folder. Data of different frequencies can be used as wellth datasets provided in the toolbox
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are of daily frequency. Once the files are created in the fs]diee configuration should be changed
using the Configuration Manager, which controls the loadih@lgorithms and datasets into the

Trading Manager.

* *kkkk *kkkkkkkkkkk

*» OLPS: CONFIG MANAGER

Add Strategy

Remove Strategy

Add Dataset

Remove Dataset

Set Active Configuration

Back

Please enter your choice (1-6):4

Name of config file do you want to update (e.g. 'config_mycon
Datasets in current config:

1.DJIA (14-Jan-01 to 14-Jan-03)

2.MSCI (01-Apr-06 to 31-Mar-10)

3.NYSE (O) (03-Jul-62 to 31-Dec-84)

4.NYSE (N) (01-Jan-85 to 30-Jun-10)

5.SP500 (02-Jan-98 to 31-Jan-03)

6.TSE (04-Jan-94 to 31-Dec-98)

Enter ID of Data to be removed:6

Dataset removed from config. Set it as the active configurat

* * *

*» OLPS: CONFIG MANAGER

Add Strategy

Remove Strategy

Add Dataset

Remove Dataset

Set Active Configuration

Back

Please enter your choice (1-6):3

First, save new dataset in folder /Data, in the correct forma
Enter name of file (e.g. 'newData’):’' TSE’

Enter Data Description (e.g. ' New Data - 1st Jan, 2014 to 1st J
Enter frquency (e.g. 1 for daily data):1

Enter name of config file do you want to update (e.g. 'config_
Added new Dataset.

* *kkk *kkk *kkk

*» OLPS: CONFIG MANAGER
Add Strategy

Remove Strategy

Add Dataset

Remove Dataset

Set Active Configuration
Back

Please enter your choice (1-6):4
Name of config file do you want to update (e.g. 'config_mycon
Datasets in current config:
1.DJIA (14-Jan-01 to 14-Jan-03)

Ok wh kg

Ok wh P

oukrwphpE
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2.MSCI (01-Apr-06 to 31-Mar-10)
3.NYSE (O) (03-Jul-62 to 31-Dec-84)
4.NYSE (N) (01-Jan-85 to 30-Jun-10)
5.SP500 (02-Jan-98 to 31-Jan-03)
6.New TSE data

Enter ID of Data to be removed:

5. Conclusion

In this manual, we describe the On-Line Portfolio Selec{iohPS) toolbox in detail. OLPS is the
first toolbox for the research of on-line portfolio seleatiproblem. It is easy to use and can be
extended to include new algorithms and datasets. We hopthit@oolbox can facilitate the further
research in this topic.
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